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Abstract

Automated predictions require explanations to be inter-
pretable by humans. Past work used attention and rationale
mechanisms to Þnd words that predict the target variableof a
document. Often though, they result in a tradeoff between
noisy explanations or a drop in accuracy. Furthermore, ratio-
nalemethodscannot capturethemulti-faceted natureof justi-
Þcationsfor multiple targets, becauseof thenon-probabilistic
natureof themask. In thispaper, weproposetheMulti-Target
Masker (MTM) to address these shortcomings. The novelty
lies in the soft multi-dimensional mask that models a rele-
vance probability distribution over the set of target variables
to handle ambiguities. Additionally, two regularizers guide
MTM to induce long, meaningful explanations. We evaluate
MTM on two datasets and show, using standard metrics and
human annotations, that the resulting masks are more accu-
rate and coherent than those generated by the state-of-the-art
methods. Moreover, MTM istheÞrst to also achievethehigh-
est F1 scores for all the target variablessimultaneously.

1 Introduction
Neural models have become the standard for natural lan-
guageprocessing tasks. Despite the largeperformancegains
achieved by these complex models, they offer little trans-
parency about their inner workings. Thus, their performance
comes at the cost of interpretability, limiting their practical
utility. Integrating interpretability into amodel would supply
reasoning for theprediction, increasing itsutility.

Perhaps the simplest means of explaining predictions of
complex models isby selecting relevant input features. Prior
work includes various methods to Þnd relevant words in
the text input to predict the target variable of a document.
Attention mechanisms (Bahdanau, Cho, and Bengio 2015;
Luong, Pham, and Manning 2015) model the word selec-
tion by aconditional importancedistribution over theinputs,
used as explanations to produce a weighted context vector
for downstream modules. However, their reliability hasbeen
questioned (Jain and Wallace 2019; Pruthi et al. 2020). An-
other line of research includes rationale generation methods
(Lundberg and Lee 2017; Li, Monroe, and Jurafsky 2016;
Lei, Barzilay, and Jaakkola 2016). If the selected text in-
put features are short and concise Ð called a rationale or
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attending an all ! - ! day b ! - day party at
! 3 ! p.m. ! , ! i thought i ’d take it easy !
at ! first ! , and i was ! thirsty and ! craving
some ! fruit ! , ! so ! ... ! the beer pours !
a slightly ! cloudy pale straw colour , with
a few fingers of soapy white head . it smells
quite strongly of sweet apricot and peach !
. ! the ! taste is very fruity - ! lychee ! , !
peach ! , ! passionfruit ! , a bit of ! candied
! sugar ! . the ! faint wheat ! grain base is
pretty ! much masked by all of this fruitiness
! . the ! carbonation is on the low side ! ,
the body kind of ! sticky , and it ! finishes !
sweet and clean ! . ! very refreshing ! , more
like juice ! than beer ! , as the ! low ! abv
does n’t really render any alcohol ! warming
! . ! a tasty example of ! the ! fringe ! of !
what can be ! considered beer ! .

attending an all - day b - day party at 3 p.m.
, i thought i ’d take it easy at first , and i
was thirsty and craving some fruit , so ... the
beer pours a slightly cloudy pale straw colour ,
a few fingers of soapy white head ! . it smells
quite strongly of sweet apricot and peach !
. the taste is very fruity - lychee , peach ,
passionfruit , a bit of candied sugar . the faint
wheat grain base is pretty ! much masked by
all of this fruitiness . the carbonation is on
the low side , the body kind of sticky , and
it finishes sweet and clean . very refreshing
, more like juice than beer , as the low abv
does n’t really render any alcohol warming .
a tasty example of the fringe of what can be
considered beer .

Aspect Changes#: 56 Aspect Changes#: 3

Figure 1: A beer review with explanations produced by an
attention model and our Multi-Target Masker model. The
colors depict produced rationales (i.e., justiÞcations) of the
rated aspects: Appearance, Smell, Taste, and Palate. The
induced rationalesmostly lead to long sequencesthat clearly
describe each aspect (one switch # per aspect), while the at-
tention model hasmany short, noisy interleaving sequences.

mask Ðand sufÞce on their own to yield the prediction, it
can potentially be understood and veriÞed against domain
knowledge (Lei, Barzilay, and Jaakkola 2016; Chang et al.
2019). SpeciÞcally, theserationalegeneration methodshave
been recently proposed to provide such explanations along-
sidetheprediction. Ideally, agood rationaleshould yield the
sameor higher performanceasusing the full input.

Thekey motivationof our work arisesfrom thelimitations
of the existing methods. First, the attention mechanisms in-
duce an importance distribution over the inputs, but the re-
sulting explanation consists of many short and noisy word
sequences (Figure 1). In addition, the rationale generation
methods produce coherent explanations, but the rationales
are based on a binary selection of words, leading to the fol-
lowing shortcomings: 1. they explain only one target vari-
able, 2. they make a priori assumptions about the data, and
3. they make it difÞcult to capture ambiguities in the text.
Regarding the Þrst shortcoming, rationales can be multi-



faceted by deÞnition and involve support for different out-
comes. If that isthecase, onehasto train, tune, and maintain
one model per target variable, which is impractical. For the
second, current models are prone to pick up spurious corre-
lationsbetween the input featuresand theoutput. Therefore,
one has to ensure that the data have low correlations among
thetarget variables, although thismay not reßect thereal dis-
tribution of thedata. Finally, regarding the last shortcoming,
a strict assignment of words as rationales might lead to am-
biguitiesthat aredifÞcult tocapture. For example, inanhotel
review that states ÒThe room was large, clean, and close to
the beach.Ó, the word ÒroomÓrefers to the aspects Room,
Cleanliness, and Location. All these limitations are implic-
itly related due to the non-probabilistic nature of the mask.
For further illustrations, seeFigure3 and theappendices.

In this work, we take the best of the attention and ratio-
nale methods and propose the Multi-Target Masker to ad-
dress their limitations by replacing the hard binary mask
with a soft multi-dimensional mask (one for each target),
in an unsupervised and multi-task learning manner, while
jointly predicting all the target variables. We are the Þrst to
useaprobabilistic multi-dimensional mask to explain multi-
ple target variables jointly without any assumptions on the
data, unlike previous rationale generation methods. More
speciÞcally, for each word, we model a relevance probabil-
ity distribution over the set of target variables plus the irrel-
evant case, because many words can be discarded for every
target. Finally, we can control the level of interpretability
by two regularizers that guide the model in producing long,
meaningful rationales. Compared toexistingattentionmech-
anisms, we derive a target importance distribution for each
word instead of oneover theentiresequence length.

Traditionally, interpretability came at the cost of reduced
performance. In contrast, our evaluation shows that on two
datasets, in beer and hotel review domains, with up to Þve
correlated targets, our model outperforms strong attention
and rationalebaselinesapproachesand generatesmasks that
arestrong featurepredictorsand haveameaningful interpre-
tation. Weshow that it can beabeneÞt to: 1. guidethemodel
to focus on different parts of the input text, 2. capture ambi-
guitiesof wordsbelonging to multipleaspects, and 3. further
improve the sentiment prediction for all the aspects. There-
fore, interpretability doesnot comeat acost inour paradigm.

2 Related Work
2.1 Interpretability
Developing interpretable models is of considerable interest
to the broader research community; this is even more pro-
nounced with neural models (Kim, Shah, and Doshi-Velez
2015; Doshi-Velez and Kim 2017). There has been much
work with a multitude of approaches in the areas of ana-
lyzing and visualizing state activation (Karpathy, Johnson,
and Li 2015; Li et al. 2016; Montavon, Samek, and M ¬uller
2018), attention weights (Jain and Wallace 2019; Serrano
and Smith 2019; Pruthi et al. 2020), and learned sparse and
interpretable word vectors (Faruqui et al. 2015b,a; Herbelot
and Vecchi 2015). Other works interpret black box models
by locally Þtting interpretable models (Ribeiro, Singh, and

Guestrin 2016; Lundberg and Lee 2017). (Li, Monroe, and
Jurafsky 2016) proposed erasing various parts of the input
text using reinforcement learning to interpret the decisions.
However, this line of research aims at providing post-hoc
explanations of an already-trained model. Our work differs
from these approaches in terms of what is meant by an ex-
planation and itscomputation. WedeÞned an explanation as
oneor multipletext snippetsthat Ðasasubstituteof theinput
text ÐaresufÞcient for thepredictions.

2.2 Attention-based Models
Attention models (Vaswani et al. 2017; Yang et al. 2016;
Lin et al. 2017) have been shown to improve prediction ac-
curacy, visualization, and interpretability. The most popular
and widely used attention mechanism issoft attention (Bah-
danau, Cho, and Bengio 2015), rather than hard atten-
tion (Luong, Pham, and Manning 2015) or sparseones(Mar-
tins and Astudillo 2016). According to various studies (Jain
and Wallace 2019; Serrano and Smith 2019; Pruthi et al.
2020), standard attention modules noisily predict input im-
portance; the weights cannot provide safe and meaningful
explanations. Moreover, (Pruthi et al. 2020) showed that
standard attention modules can fool people into thinking
that predictions from amodel biased against gender minori-
ties do not rely on the gender. Our approach differs in two
waysfrom attention mechanisms. First, thelossincludestwo
regularizers to favor long word sequences for interpretabil-
ity. Second, thenormalization isnot doneover thesequence
length but over the target set for each word; each has a rele-
vanceprobability distribution over theset of target variables.

2.3 Rationale Models
The idea of including human rationales during training has
been explored in (Zhang, Marshall, and Wallace 2016; Bao
et al. 2018; DeYoung et al. 2020). Although they have been
shown to be beneÞcial, they are costly to collect and might
vary acrossannotators. In our work, no annotation isneeded.

One of the Þrst rationale generation methods was intro-
duced by (Lei, Barzilay, and Jaakkola2016) in which agen-
erator masks the input text fed to the classiÞer. This frame-
work is a cooperative game that selects rationales to accu-
rately predict the label by maximizing the mutual informa-
tion (Chen et al. 2018). (Yu et al. 2019) proposed condition-
ing the generator based on the predicted label from a clas-
siÞer reading the whole input, although it slightly underper-
formed when compared to the original model (Chang et al.
2020). (Chang et al. 2019) presented a variant that gener-
ated rationales to perform counterfactual reasoning. Finally,
(Chang et al. 2020) proposed a generator that can decrease
spurious correlations in which the selective rationale con-
sists of an extracted chunk of a pre-speciÞed length, an eas-
ier variant than the original one that generated the rationale.
In all, these models are trained to generate a hard binary
mask asa rationale to explain theprediction of a target vari-
able, and the method requires as many models to train as
variables to explain. Moreover, they rely on the assumption
that thedatahave low internal correlations.

In contrast, our model addresses these drawbacks by
jointly predicting the rationales of all the target variables
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Figure 2: The proposed Multi-Target Masker (MTM) model
architecture to predict and explain T target variables.

(even in the case of highly correlated data) by generating
a soft multi-dimensional mask. The probabilistic nature of
themaskscan handleambiguities in the induced rationales.

3 TheMulti-Target Masker (MTM)
Let X be a random variable representing a document
composed of L words (x1, x2, ..., xL), and Y the target
T -dimensional vector.1 Our proposed model, called the
Multi-Target Masker (MTM), is composed of three compo-
nents: 1) a masker module that computes a probability dis-
tribution over the target set for each word, resulting inT + 1
masks (including one for the irrelevant case); 2) an encoder
that learns a representation of a document X conditioned
on the induced masks; 3) a classiÞer that predicts the target
variables. The overall model architecture is shown in Fig-
ure 2. Each module is interchangeable with other models.

3.1 Model Overview
Masker. The masker Þrst computes a hidden represen-
tation hℓ for each word xℓ in the input sequence, using
their word embeddings e1, e2, ..., eL. Many sequence mod-
els could realize this task, such as recurrent, attention, or
convolution networks. In our case, we chose a recurrent
model to learn thedependenciesbetween thewords.

Let ti be the ith target for i = 1, ..., T , and t0 the irrel-
evant case, because many words are irrelevant to every tar-
get. We deÞne the multi-dimensional mask M ! R(T+ 1) ! L

as the target relevance distribution M ℓ ! R(T+ 1) of each
word xℓ as follows:

P (M |X) =
L!

ℓ= 1

P (M ℓ|xℓ) =
L!

ℓ= 1

T!

i= 0

P (mℓ
ti

|xℓ) (1)

Because we have categorical distributions, we cannot di-
rectly sample P (M ℓ|xℓ) and backpropagate the gradi-
ent through this discrete generation process. Instead, we
model the variable mℓ

ti
using the straight through gumbel-

softmax (Jang, Gu, and Poole 2017; Maddison, Mnih, and
Teh2017) toapproximatesampling fromacategorical distri-
bution.2 Wemodel theparametersof each Gumbel-Softmax

1Our method iseasily adapted for regression problems.
2We also experimented with the implicit reparameterization

trick using aDirichlet distribution (Figurnov, Mohamed, and Mnih
2018) instead, but wedid not obtain asigniÞcant improvement.

distribution M ℓ with a single-layer feed-forward neural
network followed by applying a log softmax, which in-
duces the log-probabilities of the ℓth distribution: ωℓ =
log(softmax(Whℓ + b)). W and b are shared across all
tokens so that the number of parameters stays constant
with respect to the sequence length. We control the sharp-
ness of the distributions with the temperature parameter τ ,
which dictates the peakiness of the relevance distributions.
In our case, we keep the temperature low to enforce the
assumption that each word is relevant about one or two
targets. Note that compared to attention mechanisms, the
word importance is a probability distribution over the tar-
gets

" T
i= 0 P (mℓ

ti
|xℓ) = 1 instead of a normalization over

thesequence length
" L

ℓ= 1 P (tℓ|xℓ) = 1.
Given asoft multi-dimensional mask M ! R(T+ 1) ! L, we

deÞneeach sub-mask Mti ! RL as follows:

Mti = P (m1
ti

|x1), P (m2
ti

|x2), ..., P (mL
ti

|xL) (2)

To integrate the word importance of the induced sub-masks
Mti within the model, we weight the word embeddings
by their importance towards a target variable ti, such that
Eti = E " Mti = e1 áP (m1

ti
|x1), e2 áP (m2

ti
|x2), ..., eL á

P (mL
ti

|xL). Thereafter, each modiÞed embeddingEti is fed
into theencoder block. Notethat Et0 isignored becauseMt0

only servesto absorb probabilitiesof wordsthat areinsignif-
icant to every target.3

Encoder and ClassiÞer. The encoder includes a convolu-
tional network, followed by max-over-timepooling to obtain
a Þxed-length feature vector. We chose a convolutional net-
work because it led to a smaller model, faster training, and
performed empirically similarly to recurrent and attention
models. It produces the Þxed-size hidden representation hti

for each target ti. To exploit commonalities and differences
among the targets, we share the weights of the encoder for
all Eti . Finally, the classiÞer block contains for each target
variableti atwo-layer feedforwardneural network, followed
by asoftmax layer to predict theoutcome öyti .

Extracting Rationales. To explain the prediction öyti of
one target Yti , we generate the corresponding rationale by
selecting each word xℓ, whose relevance towards ti is the
most likely: P (mℓ

ti
|xℓ) = maxj= 0,...,T P (mℓ

tj
|xℓ). In that

case, wecan interpret P (mℓ
ti

|xℓ) asthemodel conÞdenceof
xℓ relevant to Yti .

3.2 Enabling the Interpretability of Masks
The Þrst objective to optimize is the prediction loss, repre-
sented as the cross-entropy between the true target label yti

and theprediction öyti as follows:

ℓpred =
T#

i= 1

ℓcross entropy(yti , öyti ) (3)

However, training MTM to optimizeℓpred will lead to mean-
ingless sub-masksMti because the model tends to focus on

3if P (m!
t 0 |x! ) ! 1.0, it implies

! T
i = 1 P (m!

t i |x! ) ! 0 and
consequently, e!

t i ! !0 for i " [1, T ].



certain words. Consequently, weguidethemodel to produce
long, meaningful word sequences, asshown in Figure1. We
propose two regularizers to control the number of selected
wordsand encourageconsecutivewordsto berelevant to the
sametarget. For theÞrst term ℓsel, wecalculatetheprobabil-
ity psel of tagging aword asrelevant to any target asfollows:

psel =
1
L

L#

ℓ= 1

$
1 # P (mℓ

t0
|xℓ)

%
(4)

We then compute the cross-entropy with a prior hyperpa-
rameter λp to control theexpected number of selected words
among all target variables, which corresponds to the expec-
tation of abinomial distribution (psel). Weminimizethedif-
ferencebetween psel and λp as follows:

ℓsel = ℓbinary cross entropy(psel,λp) (5)

The second regularizer discourages the target transition of
two consecutivewordsby minimizing themean variation of
their target distributions, M ℓ and M ℓ" 1. We generalize the
formulation of a hard binary selection as suggested by (Lei,
Barzilay, and Jaakkola 2016) to a soft probabilistic multi-
target selection as follows:4

pdis =
1
L

L#

ℓ= 1

&
&
&
&M ℓ # M ℓ" 1

&
&
&
&
1

A + 1

ℓcont = ℓbinary cross entropy(pdis, 0)

(6)

We train our Multi-Target Masker end to end and optimize
the loss ℓMTM = ℓpred + λsel áℓsel + λcont áℓcont, where
λsel and λcont control the impact of each constraint.

4 Exper iments
We assess our model in two dimensions: the quality of the
explanations, obtained from the masks, and the predictive
performance. Following previous work (Lei, Barzilay, and
Jaakkola 2016; Chang et al. 2020), we use sentiment analy-
sisasademonstration usecase, but weextend it to themulti-
aspect case. However, we are interested in learning ratio-
nales for every aspect at thesametimewithout any prior as-
sumptionon thedata, whereaspect ratingscanbehighly cor-
related. We Þrst measure the quality of the induced ratio-
nales using human aspect sentence-level annotations and an
automatic topic model evaluation method. In the second set
of experiments, we evaluate MTM on the multi-aspect sen-
timent classiÞcation task in two different domains.

4.1 Experimental Details
The review encoder was either a bi-directional recurrent
neural network using long short-term memory (Hochreiter
and Schmidhuber 1997) with 50 hidden units or a multi-
channel text convolutional neural network, similar to (Kim,
Shah, and Doshi-Velez 2015), with 3-, 5-, and 7-width Þl-
ters and 50 feature maps per Þlter. Each aspect classiÞer is
a two-layer feedforward neural network with a rectiÞed lin-
ear unit (ReLU) activation function (Nair and Hinton 2010).

4Early experiments with other distance functions, such as the
KullbackÐLeibler divergence, produced inferior results.

Dataset Beer Hotel
Number of reviews 1, 586, 259 140, 000
Averagewordsper review 147.1 ± 79.7 188.3 ± 50.0
Averagesentencesper review 10.3 ± 5.4 10.4 ± 4.4
Number of Aspects 4 5
Avg./Max corr. between aspects 71.8%/ 73.4% 63.0%/ 86.5%

Table 1: Statistics of the multi-aspect review datasets. Both
datasetshavehigh correlationsbetween aspects.

We used the 200-dimensional pre-trained word embeddings
of (Lei, Barzilay, and Jaakkola 2016) for beer reviews. For
thehotel domain, wetrained word2vec (Mikolov et al. 2013)
on a large collection of hotel reviews (Antognini and Falt-
ings2020) with an embedding sizeof 300.

Weused adropout (Srivastavaet al. 2014) of 0.1, clipped
the gradient norm at 1.0, added a L2-norm regularizer with
aregularization factor of 10" 6, and trained using early stop-
ping. We used Adam (Kingma and Ba 2015) for training
with a learning rate of 0.001. The temperature τ for the
Gumbel-Softmax distributionswasÞxed at 0.8. Thetwo reg-
ularizer terms and the prior of our model wereλsel = 0.03,
λcont = 0.03, and λp = 0.15 for the Beer dataset and
λsel = 0.02, λcont = 0.02, and λp = 0.10 for the Ho-
tel dataset. We ran all experiments for a maximum of 50
epochswith abatch-sizeof 256 on aTitan X GPU. Wetuned
all models on the dev set with 10 random search trials. For
(Lei, Barzilay, and Jaakkola 2016), we used the code from
theauthors. Wewill make thecodeand dataavailable.

4.2 Datasets
(McAuley, Leskovec, and Jurafsky 2012) provided 1.5 mil-
lion English beer reviews from BeerAdvocat. Each contains
multiple sentences describing various beer aspects: Appear-
ance, Smell, Palate, and Taste; users also provided a Þve-
star rating for each aspect. To evaluate the robustness of the
models across domains, we crawled 140000 hotel reviews
from TripAdvisor. Each review contains a Þve-star rating
for each aspect: Service, Cleanliness, Value, Location, and
Room. Thedescriptivestatisticsareshown in Table1.

Therearehigh correlationsamong therating scoresof dif-
ferent aspectsin thesamereview (71.8% and 63.0% on aver-
agefor thebeer and hotel datasets, respectively). Thismakes
it difÞcult to directly learn textual justiÞcations for single-
target rationalegeneration models (Chang et al. 2020, 2019;
Lei, Barzilay, and Jaakkola 2016). Prior work used separate
decorrelated train sets for each aspect and excluded aspects
with a high correlation, such as Taste, Room, and Value.
However, these assumptions do not reßect the real data dis-
tribution. Therefore, wekeep theoriginal data (and thuscan
show that our model does not suffer from the high correla-
tions). We binarize the problem as in previous work (Bao
et al. 2018; Chang et al. 2020): ratings at three and above
are labeled as positive and the rest as negative. We split the
data into 80/10/10 for the train, validation, and test sets.

Compared to thebeer reviews, thehotel oneswerelonger,
noisier, and lessstructured, asshown in AppendicesA.3 and
A.2. Both datasetsdo not contain annotated rationales.



4.3 Baselines
We compare our Multi-Target Masker (MTM) with various
baselines. Wegroup them in three levelsof interpretability:

¥ None. Wecannot extract theinput featuresthemodel used
to make thepredictions;

¥ Coarse-grained. Wecan observewhat partsof the input a
model used to discriminate all aspect sentiments without
knowing what part corresponded to what aspect;

¥ Fine-grained. For each aspect, a model selects input fea-
tures to make theprediction.

WeÞrst useasimplebaseline, SENT, that reports thema-
jority sentiment across the aspects, as the aspect ratings are
highly correlated. Because this information is not available
at testing, we trained a model to predict the majority senti-
ment of areview assuggestedby (WangandManning2012).
The second baseline we used is a shared encoder followed
by T classiÞers that we denote BASE. These models do not
offer any interpretability. We extend it with a shared atten-
tion mechanism (Bahdanau, Cho, and Bengio 2015) after the
encoder, noted as SAA in our study, that provides a coarse-
grained interpretability; for all aspects, SAA focuses on the
samewords in the input.

Our Þnal goal is to achieve thebest performanceand pro-
vide Þne-grained interpretability in order to visualize what
sequences of words a model focuses on to predict the as-
pect sentiments. To this end, we include other baselines:
two trained separately for each aspect (e.g., current rationale
models) and two trained with a multi-aspect sentiment loss.
For the Þrst ones, we employ the the well-known NB-SVM
(Wang and Manning 2012) for sentiment analysis tasks, and
wethen usetheSingle-Aspect Masker (SAM) (Lei, Barzilay,
and Jaakkola2016), each trained separately for each aspect.

Thetwo last methodscontain aseparateencoder, attention
mechanism, and classiÞer for each aspect. We utilize two
types of attention mechanisms, additive (Bahdanau, Cho,
and Bengio 2015) and sparse (Martins and Astudillo 2016),
as sparsity in the attention has been shown to induce useful,
interpretablerepresentations. Wecall themMulti-Aspect At-
tentions(MAA) and Sparse-Attentions(MASA), respectively.
Diagramsof thebaselinescan be found in Appendix A.4.

Finally, we demonstrate that the induced sub-masks
(Mti , ...,MtT ) computed from MTM, bring Þne-grained in-
terpretability and are meaningful for other models to im-
proveperformance. To do so, weextract and concatenatethe
masks to the word embeddings, resulting in contextualized
embeddings (Peters et al. 2018), and train BASE with those.
Wecall thisvariant MTMC. Itsadvantage is that it issmaller
and has faster inference than MTM.

5 Results
5.1 Multi-Rationale Interpretability
We Þrst verify whether the inferred rationales of MTM are
meaningful and interpretable, compared to theother models.

Precision. Evaluating explanations that consist of coher-
ent pieces of text is challenging because there is no gold
standard for reviews. (McAuley, Leskovec, and Jurafsky

Precision / % Highlighted Words

Model Smell Palate Appearance

NB-SVM* 21.6 / 7% 24.9 / 7% 38.3 / 13%
SAA* 88.4 / 7% 65.3 / 7% 80.6 / 13%
SAM* 95.1 / 7% 80.2 / 7% 96.3 / 14%
MASA 87.0 / 4% 42.8 / 5% 74.5 / 4%
MAA 51.3 / 7% 32.9 / 7% 44.9 / 14%
MTM 96.6 / 7% 81.7 / 7% 96.7 / 14%

* Model trained separately for each aspect.

Table 2: Performance related to human evaluation, showing
the precision of the selected words for each aspect of the
Beer dataset. The percentage of words indicates the number
of highlighted wordsof the full review.

2012) have provided 994 beer reviews with sentence-level
aspect annotations (although our model computes masks at
a Þner level). Each sentence was annotated with one aspect
label, indicating what aspect that sentencecovered. Weeval-
uate the precision of the words selected by each model, as
in (Lei, Barzilay, and Jaakkola 2016). We use trained mod-
els on the Beer dataset and extracted a similar number of
selected words for a fair comparison. We also report the re-
sultsof themodels from (Lei, Barzilay, and Jaakkola2016):
NB-SVM, theSingle-Aspect Attention and Masker (SAA and
SAM, respectively); they use the separate decorrelated train
sets for each aspect because they computehard masks.5

Table 2 presents the precision of the masks and atten-
tionscomputed on thesentence-level aspect annotations. We
show that thegenerated sub-masksobtained with our Multi-
Target Masker (MTM) correlates best with the human judg-
ment. In comparison to SAM, the MTM model obtains sig-
niÞcantly higher precision with an average of + 1.13. Inter-
estingly, NB-SVM and attention models (SAA, MASA, and
MAA) perform poorly compared with the mask models, es-
pecially MASA, which focuses only on a couple of words
due to thesparsenessof theattention.

Semantic Coherence. In addition to evaluating the ratio-
nales with human annotations, we compute their semantic
interpretability. According to (Aletras and Stevenson 2013;
Lau, Newman, and Baldwin 2014), normalized point mutual
information (NPMI) isagood metric for thequalitativeeval-
uation of topics because it matches human judgment most
closely. However, thetop-N topic wordsused for evaluation
are often selected arbitrarily. To alleviate this problem, we
followed (Lau and Baldwin 2016). Wecomputethetopic co-
herence over several cardinalities and report the results and
average (see Appendix A.1); those authors claimed that the
mean leads to amorestableand robust evaluation.

The results are shown in Table 3. We show that the com-
puted masks by MTM lead to the highest mean NPMI and,
on average, 20% superior results in both datasets, whileonly
needing asingletraining. Our MTM model signiÞcantly out-
performs SAM and the attention models (MASA and MAA)
for N $ 20 and N = 5. For N = 10 and N = 15, MTM

5When trained on theoriginal data, they performed signiÞcantly
worse, showing the limitation in handling correlated variables.



NPMI

Model N = 5 10 15 20 25 30 Mean
†

Beer
SAM* 0.046 0.120 0.129 0.243 0.308 0.396 0.207
MASA 0.020 0.082 0.130 0.168 0.234 0.263 0.150
MAA 0.064 0.189 0.255 0.273 0.332 0.401 0.252
MTM 0.083 0.187 0.264 0.348 0.477 0.410 0.295

Hotel
SAM* 0.041 0.103 0.152 0.180 0.233 0.281 0.165
MASA 0.043 0.127 0.166 0.295 0.323 0.458 0.235
MAA 0.128 0.218 0.352 0.415 0.494 0.553 0.360
MTM 0.134 0.251 0.349 0.496 0.641 0.724 0.432

* Model trained separately for each aspect.
†

Themetric that correlatesbest with human judgment (Lau and
Baldwin 2016).

Table 3: Performance on automatic evaluation, showing
the average topic coherence (NPMI) across different top-N
words for each dataset. We considered each aspect ai as a
topic and used themasks/attentions to computeP (w|ai).

obtains higher scores in two out of four cases (+ .033 and
+ .009). For the other two, the difference was below .003.
SAM obtainspoor results in all cases.

We analyzed the top words for each aspect by conduct-
ing a human evaluation to identify intruder words (i.e.,
words not matching the corresponding aspect). Generally,
our model found better topic words: approximately 1.9 times
fewer intruders than other methods for each aspect and each
dataset. Moredetailsareavailable in Appendix A.1.

5.2 Multi-Aspect Sentiment Classification
We showed that the inferred rationales of MTM were sig-
niÞcantly more accurate and semantically coherent than
those produced by the other models. Now, we inquire as to
whether themaskscould becomeabeneÞt rather than acost
in performance for themulti-aspect sentiment classiÞcation.

Beer Reviews. We report the macro F1 and individual
score for each aspect Ai. Table 4 (top) presents the results
for the Beer dataset. The Multi-Target Masker (MTM) per-
forms better on average than all the baselines and provided
Þne-grained interpretability. Moreover, MTM has two times
fewer parameters than theaspect-wiseattention models.

The contextualized variant MTMC achieves a macro F1
score absolute improvement of 0.44 and 2.49 compared to
MTM and BASE, respectively. These results highlight that
the inferred masks are meaningful to improve the perfor-
mance while bringing Þne-grained interpretability to BASE.
It is1.5 timessmaller than MTM and hasa faster inference.

NB-SVM, which offers Þne-grained interpretability and
was trained separately for each aspect, signiÞcantly un-
derperforms when compared to BASE and, surprisingly, to
SENT. As shown in Table 1, the sentiment correlation be-
tween any pair of aspects of the Beer dataset is on average
71.8%. Therefore, by predicting thesentiment of oneaspect
correctly, it is likely that other aspects share the same polar-

ServiceCleanlinessValue Location Room

Multi-Target Masker (Ours)
stayed at the parasio 10 apartments early april 2011 . reception sta! absolutely
fantastic , great customer service .. ca nt fault at all ! we were on the 4th ßoor ,
facing the front of the hotel .. basic , but nice and clean . good location , not too
far away from the strip and beach( 10 min walk ) . however .. do not go out alone
at night at all ! [...] plenty of laughs and everything is very cheap ! beer - 1euro !
fryups - 2euro . would go back again , but maybe stay somewhereelsecloserto the
beach( sol pelicanosetc ) .. this hotel is next to an alley called Õmuggersalley Õ

Single-Aspect Masker
stayed at the parasio 10 apartments early april 2011 . reception sta! absolutely
fantastic , great customer service .. ca nt fault at all ! we were on the 4th ßoor ,
facing the front of the hotel .. basic , but nice and clean . good location , not too
far away from the strip and beach( 10 min walk ) . however .. do not go out alone
at night at all ! [...] plenty of laughs and everything is very cheap ! beer - 1euro !
fryups - 2euro . would go back again , but maybe stay somewhereelsecloserto the
beach( sol pelicanosetc ) .. this hotel is next to an alley called Õmuggersalley Õ

Multi-Aspect Attentions
stayed at the parasio 10 apartments early april 2011 . reception sta! absolutely
fantastic , great customer service .. ca nt fault at all ! we were on the 4th ßoor ,
facing the front of the hotel .. basic , but nice and clean . good location , not too
far away from the strip and beach( 10 min walk ) . however .. do not go out alone
at night at all ! [...] plenty of laughs and everything is very cheap ! beer - 1euro !
fryups - 2euro . would go back again , but maybe stay somewhereelsecloserto the
beach( sol pelicanosetc ) .. this hotel is next to an alley called Õmuggersalley Õ

Multi-Aspect Sparse-Attentions
stayed at the parasio 10 apartments early april 2011 . reception sta! absolutely
fantastic , great customer service .. ca nt fault at all ! we were on the 4th ßoor ,
facing the front of the hotel .. basic , but nice and clean . good location , not too
far away from the strip and beach( 10 min walk ) . however .. do not go out alone
at night at all ! [...] plenty of laughs and everything is very cheap ! beer - 1euro !
fryups - 2euro . would go back again , but maybe stay somewhereelsecloserto the
beach( sol pelicanosetc ) .. this hotel is next to an alley called Õmuggersalley Õ

Figure 3: Induced rationales on a truncated hotel review,
where shade colors represent the model conÞdence towards
the aspects. MTM Þnds most of the crucial spans of words
with asmall amount of noise. SAM lackscoveragebut iden-
tiÞeswordswherehalf arecorrect and theothersambiguous
(represented with colored underlines).

ity. We suspect that the linear model NB-SVM cannot cap-
ture the correlated relationships between aspects, unlike the
non-linear (neural) models that have a higher capacity. The
shared attention models perform better than BASE but pro-
vide only coarse-grained interpretability. SAM is outper-
formed by all themodelsexcept SENT, BASE, and NB-SVM.

Model Robustness - Hotel Reviews. We check the ro-
bustness of our model on another domain. Table 4 (bottom)
presents the results of the Hotel dataset. The contextualized
variant MTMC outperforms all other models signiÞcantly
with a macro F1 score improvement of 0.49. Moreover, it
achieves the best individual F1 score for each aspect Ai.
Thisshowsthat thelearned mask M of MTM isagain mean-
ingful because it increases the performance and adds inter-
pretability to BASE. Regarding MTM, weseethat it performs
slightly worse than the aspect-wise attention models MASA
and MAA but has2.5 times fewer parameters.

A visualization of a truncated hotel review with the ex-
tracted rationalesand attentions isavailable in Figure3. Not
only do probabilistic masksenablehigher performance, they
better capture parts of reviews related to each aspect com-
pared to other methods. More samples of beer and hotel re-
viewscan be found in Appendix A.3.

To summarize, we have shown that the regularizers in



F1 Scores

B
ee

r
R

ev
ie

w
s

Interp. Model Params Macro A 1 A 2 A 3 A 4

None
SENT Sentiment Majority 560k 73.01 71.83 75.65 71.26 73.31
BASE Emb200 + EncCNN + Clf 188k 76.45 71.44 78.64 74.88 80.83

Coarse-
grained SAA Emb200 + EncCNN + AShared + Clf 226k 77.06 73.44 78.68 75.79 80.32

Emb200 + EncLSTM + AShared + Clf 219k 78.03 74.25 79.53 75.76 82.57

Fine-
grained

NB-SVM (Wang and Manning 2012) 4 á560k 72.11 72.03 74.95 68.11 73.35
SAM (Lei, Barzilay, and Jaakkola2016) 4 á644k 76.62 72.93 77.94 75.70 79.91
MASA Emb200 + EncLSTM + ASparse

Aspect-wise + Clf 611k 77.62 72.75 79.62 75.81 82.28
MAA Emb200 + EncLSTM + AAspect-wise + Clf 611k 78.50 74.58 79.84 77.06 82.53

MTM Emb200 + Masker + EncCNN + Clf (Ours) 289k 78.55 74.87 79.93 77.39 82.02
MTMC Emb200+ 4 + EncCNN + Clf (Ours) 191k 78.94 75.02 80.17 77.86 82.71

F1 Scores

H
ot

el
R

ev
ie

w
s

Interp. Model Params Macro A 1 A 2 A 3 A 4 A 5

None
SENT Sentiment Majority 309k 85.91 89.98 90.70 92.12 65.09 91.67
BASE Emb300 + EncCNN + Clf 263k 90.30 92.91 93.55 94.12 76.65 94.29

Coarse-
grained SAA Emb300 + EncCNN + AShared + Clf 301k 90.12 92.73 93.55 93.76 76.40 94.17

Emb300 + EncLSTM + AShared + Clf 270k 88.22 91.13 92.19 93.33 71.40 93.06

Fine-
grained

NB-SVM (Wang and Manning 2012) 5 á309k 87.17 90.04 90.77 92.30 71.27 91.46
SAM (Lei, Barzilay, and Jaakkola2016) 5 á824k 87.52 91.48 91.45 92.04 70.80 91.85
MASA Emb200 + EncLSTM + ASparse

Aspect-wise + Clf 1010k 90.23 93.11 93.32 93.58 77.21 93.92
MAA Emb300 + EncLSTM + AAspect-wise + Clf 1010k 90.21 92.84 93.34 93.78 76.87 94.21

MTM Emb300 + Masker + EncCNN + Clf (Ours) 404k 89.94 92.84 92.95 93.91 76.27 93.71
MTMC Emb300+ 5 + EncCNN + Clf (Ours) 267k 90.79 93.38 93.82 94.55 77.47 94.71

Table4: Performanceof themulti-aspect sentiment classiÞcation task for theBeer (top) and Hotel (bottom) datasets.

MTM guide themodel to producehigh-quality masks as ex-
planations while performing slightly better than the strong
attention models in terms of prediction performance. How-
ever, wedemonstrated that including theinferred masks into
word embeddingsand training asimpler model achieved the
best performance across two datasets and and at the same
time, brought Þne-grained interpretability. Finally, MTM
supported high correlation among multiple target variables.

Hard Mask versusSoft Masks. SAM is theneural model
that obtained the lowest relative macro F1 score in the two
datasets compared with MTMC: a difference of # 2.32 and
# 3.27 for the Beer and Hotel datasets, respectively. Both
datasets have a high average correlation between the aspect
ratings: 71.8% and 63.0%, respectively (seeTable1). There-
fore, it makes it challenging for rationale models to learn
the justiÞcationsof theaspect ratingsdirectly. Following the
observations of (Lei, Barzilay, and Jaakkola 2016; Chang
et al. 2019, 2020), thishighlights that single-target rationale
modelssuffer from high correlationsand requiredata to sat-
isfy certain constraints, such aslow correlations. In contrast,
MTM doesnot requireany particular assumption on thedata.

We compare MTM in a setting where the aspect ratings
were less correlated, although it does not reßect the real
distribution of the aspect ratings. We employ the decorre-
lated subsets of the Beer reviews from (Lei, Barzilay, and
Jaakkola 2016; Chang et al. 2020). It has an average corre-
lation of 27.2% and theaspect Taste is removed.

We Þnd similar trends but stronger results: MTM signif-
icantly generates better rationales and achieves higher F1
scores than SAM and the attention models. The contextu-
alized variant MTMC further improvestheperformance. The
full resultsand visualizationsareavailable in Appendix A.2.

6 Conclusion
Providing explanations for automated predictions carries
much more impact, increases transparency, and might even
benecessary. Past work hasproposed using attention mecha-
nismsor rationalemethodsto explain theprediction of a tar-
get variable. The former produce noisy explanations, while
the latter do not properly capture the multi-faceted nature
of useful rationales. Because of the non-probabilistic as-
signment of words as justiÞcations, rationale methods are
prone to suffer from ambiguities and spurious correlations
and thus, rely on unrealistic assumptionsabout thedata.

The Multi-Target Masker (MTM) addresses these draw-
backs by replacing the binary mask with a probabilistic
multi-dimensional mask (onedimension per target), learned
in an unsupervised and multi-task learning manner, while
jointly predicting all the target variables.

According to comparison with human annotationsand au-
tomatic evaluation on two real-world datasets, the inferred
masksweremoreaccurateand coherent than thosethat were
produced by the state-of-the-art methods. It is the Þrst tech-
nique that delivers both the best explanations and highest
accuracy for multiple targetssimultaneously.
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A Appendices
A.1 Topic Words per Aspect
For each model, we computed the probability distribu-
tion of words per aspect by using the induced sub-masks
Ma1 , ...,MaA or attention values. Given an aspect ai and a
set of top-N words w N

a i
, the Normalized Pointwise Mutual

Information (Bouma2009) coherencescore is:

NPMI(w N
a i

) =
N#
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log
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,wj

a i
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P (wk
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, wj

ai )
(7)

Top words of coherent topics (i.e., aspects) should share a
similar semantic interpretation, and thus interpretability of
a topic can be estimated by measuring how many words are
not related. For each aspect ai and wordw having been high-
lighted at least onceasbelonging to aspect ai, wecomputed
the probability P (w|ai) on each dataset and sorted them in
decreasing order of P (w|ai). Unsurprisingly, we found that
themost common wordsarestop wordssuch asÒaÓand ÒitÓ,
because masks are mostly word sequences instead of indi-
vidual words. To gain a better interpretation of the aspect
words, we followed the procedure in (McAuley, Leskovec,
and Jurafsky 2012): we Þrst computed the averages across
all aspect words for each wordw as follows:

bw =
1

|A|

|A|#

i= 1

P (w|ai) (8)

It representsageneral distribution that includeswordscom-
mon to all aspects. The Þnal word distribution per aspect is
computed by removing thegeneral distribution as follows:

öP (w|ai) = P (w|ai) # bw (9)

After generating the Þnal word distribution per aspect, we
picked the top ten words and asked two human annotators
to identify intruder words (i.e., words not matching the cor-
responding aspect). We show in Table 5 and Table 6 (and
also Table9 in Appendix A.2) the top ten words for each as-
pect, where red denotes all words identiÞed as unrelated to
theaspect by the two annotators. Generally, our model Þnds
better sets of words across the three datasets compared with
other methods. Additionally, weobservethat theaspectscan
beeasily recovered, given its top words.

A.2 Results Decorrelated Beer Dataset
We provide additional details of Section 5.2. Table 7
presents descriptive statistics of Beer and Hotel datasets
with the decorrelated subset of beer reviews from (Lei,
Barzilay, and Jaakkola 2016; Li, Monroe, and Jurafsky
2016; Chang et al. 2019, 2020). The results of the multi-
aspect sentiment classiÞcation experiment are shown in Ta-
ble 8. Samples are available in Figure 12 and Figure 13. Ta-
ble9 contains the resultsof the intruder task.

A.3 Visualization of the Multi-Dimensional
Facets of Reviews

We randomly sampled reviews from each dataset and
computed the masks and attentions of four models: our

Multi-Target Masker (MTM), the Single-Aspect Masker
(SAM) (Lei, Barzilay, and Jaakkola 2016), and two at-
tention models with additive and sparse attention, called
Multi-Aspect Attentions (MAA) and Multi-Aspect Sparse-
Attentions (MASA), respectively (see Section 4.3). Each
color represents an aspect and the shade its conÞdence.
All models generate soft attentions or masks besides SAM,
which does hard masking. Samples for the Beer and Hotel
datasetsareshown in Figure8, 9, 10, and 11, respectively.

A.4 Baseline Architectures
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Figure4: Baselinemodel Emb + EncCNN + Clf (BASE).
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Figure 5: Baseline model Emb + EncCNN + AShared + Clf
(SAA, CNN variant).
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Figure 6: Baseline model Emb + EncLSTM + AShared + Clf
(SAA, LSTM variant).
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Figure7: BaselinesEmb + EncLSTM + A[Sparse]
Aspect-wise + Clf. At-

tention iseither additive (MAA) or sparse (MASA).

B Additional Training Details
Most of the time, the model converges under 20 epochs
(maximum of 20 and 3 minutes per epoch for the Beer and
Hotel dataset, respectively. The range of hyperparameters
are the following for MTM (similar for other models).
¥ Learning rate: [0.001, 0.0005, 0.00075];

¥ Hidden size: [50, 100, 200];

¥ Filter numbers (CNN): [50, 100, 200];



Model Top-10 Words

A
pp

ea
ra

nc
e SAM nothing beautiful lager niceaveragemacro lagerscorn r ich gorgeous

MASA lacing head lacesmell amber retention beer nicecarbonation glass
MAA head lacing smell aroma color poursamber glasswhite retention
MTM (Ours) head lacing smell white lace retention glassaroma tan thin

Sm
el

l SAM faint nicemild light slight complex good wonderful grainy great
MASA aromahopsnosechocolatecaramel malt citrus fruit smell fruits
MAA tastehintshint lots t- star tsblend mix upfront malts
MTM (Ours) tastemalt aromahopssweet citruscaramel nosemalts chocolate

Pa
la

te

SAM thin bad light watery creamy silky medium body smooth per fect
MASA smooth light medium thin creamy bad watery full crisp clean
MAA good beer carbonation smooth dr inkablemedium bodied nicebody overall
MTM (Ours) carbonation medium mouthfeel body smooth bodied dr inkability creamy light overall

Ta
st

e

SAM decent great complex delicious tasty favoritepretty sweet well best
MASA good dr inkablenice tasty great enjoyabledecent solid balanced average
MAA malt hopsßavor hop ßavorscaramel maltsbitternessbit chocolate
MTM (Ours) malt sweet hopsßavor bitternessÞnish chocolatebitter caramel sweetness

Table 5: Top ten words for each aspect from the Beer dataset, learned by various models. Red denotes intruders according to
two annotators. Found wordsaregenerally noisier due to thehigh correlation between Tasteand other aspects. However, MTM
providesbetter results than other methods.

Model Top-10 Words

Se
rv

ic
e SAM staff service friendly nice told helpful good great lovely manager

MASA friendly helpful told rudenicegood pleasant asked enjoyed worst
MAA staff servicehelpful friendly nicegood rudeexcellent great desk
MTM (Ours) staff friendly servicedesk helpful manager reception told rudeasked

C
le

an
lin

es
s SAM clean cleaned dirty toilet smell cleaning sheetscomfortablenicehair

MASA clean dirty cleaning spotlessstainscleaned cleanlinessmold Þlthy bugs
MAA clean dirty cleaned Þlthy stained well spotlesscarpet sheetsstains
MTM (Ours) clean dirty bathroom room bed cleaned sheetssmell carpet toilet

Va
lu

e

SAM good stay great well dir ty recommend worth deÞnitely fr iendly charged
MASA great good poor excellent terribleawful dir ty horribledisgusting comfor table
MAA night stayed stay nights2 day pricewater 4 3
MTM (Ours) good priceexpensivepaid cheap worth better pay overall disappointed

Lo
ca

tio
n SAM location close far placewalking deÞnitely located stay short view

MASA location beach walk hotel town located restaurantswalking close taxi
MAA location hotel place located close far areabeach view situated
MTM (Ours) location great areawalk beach hotel town closecity street

R
oo

m

SAM dir ty clean small best comfortable largeworst modern smell spacious
MASA comfortablesmall spaciousnice largedated well tiny modern basic
MAA room roomsbathroom bed spacioussmall beds largeshower modern
MTM (Ours) comfortable room small spaciousnicemodern rooms large tiny walls

Table 6: Top ten words for each aspect from the Hotel dataset, learned by various models. Red denotes intruders according to
human annotators. Besides SAM, all methods Þnd similar words for most aspects except the aspect Value. The top words of
MTM do not contain any intruder.

¥ Bi-directional (LSTM): [True, False];

¥ Dropout: [0, 0.1, 0.2];

¥ Weight decay: [0, 1e" 6, 1e" 8, 1e" 10];

¥ Gumbel Temperature τ :[0.5, 0.8, 1.0, 1.2];

¥ λsel: [0.01, 0.02, 0.03, 0.04, 0.05];

¥ λp: [0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.11, 0.12, 0.13, 0.14, 0.15];

¥ λcont: [0.02, 0.04, 0.06, 0.08, 0.10];

Weused acomputer with thefollowing conÞguration: 2x In-
tel Xeon E5-2680, 256GB RAM, 1x NvidiaTitan X, Ubuntu
18.04, Python 3.6, PyTorch 1.1.0, CUDA 10.0.



Decorrelated
Dataset Beer Hotel Beer

Number of reviews 1, 586, 259 140, 000 280, 000
Averageword-length of review 147.1 ± 79.7 188.3 ± 50.0 157.5 ± 84.3
Averagesentence-length of review 10.3 ± 5.4 10.4 ± 4.4 11.0 ± 5.7
Number of aspects 4 5 3
Average ratio of %over & reviewsper aspect 12.89 1.02 3.29
Averagecorrelation between aspects 71.8% 63.0% 27.2%
Max correlation between two aspects 73.4% 86.5% 29.8%

Table7: Statisticsof themulti-aspect review datasets. Beer and Hotel represent real-world beer and hotel reviews, respectively.
Decorrelated Beer is a subset of the Beer dataset with a low-correlation assumption between aspect ratings, leading to a more
straightforward and unrealistic dataset.

F1 Score

Interp. Model Params Macro A 1 A 2 A 3

None
SENT Sentiment Majority 426k 68.89 67.48 73.49 65.69
BASE Emb200 + EncCNN + Clf 173k 78.23 78.38 80.86 75.47

Coarse-
grained SAA Emb200 + EncCNN + AShared + Clf 196k 78.19 77.43 80.96 76.16

Emb200 + EncLSTM + AShared + Clf 186k 78.16 75.88 81.25 77.36

Fine-
grained

NB-SVM (Wang and Manning 2012) 3 á426k 74.60 73.50 77.32 72.99
SAM (Lei, Barzilay, and Jaakkola2016) 3 á644k 77.06 77.36 78.99 74.83
MASA Emb200 + EncLSTM + ASparse

Aspect-wise + Clf 458k 78.82 77.35 81.65 77.47
MAA Emb200 + EncLSTM + AAspect-wise + Clf 458k 78.96 78.54 81.56 76.79

MTM Emb200 + Masker + EncCNN + Clf (Ours) 274k 79.32 78.58 81.71 77.66
MTMC Emb200+ 4 + EncCNN + Clf (Ours) 175k 79.66 78.74 82.02 78.22

Table8: Performanceof themulti-aspect sentiment classiÞcation task for the decorrelated Beer dataset.

Model Top-10 Words

A
pp

ea
ra

nc
e SAM head color whitebrown dark lacing poursamber clear black

MASA head lacing lace retention glass foam color amber yellow cloudy
MAA nicedark amber poursblack hazy brown great cloudy clear
MTM (Ours) head color lacing whitebrown clear amber glassblack retention

Sm
el

l SAM sweet malt hopscoffeechocolatecitrushop strong smell aroma
MASA smell aromanosesmells sweet aromasscent hopsmalty roasted
MAA tastesmell aromasweet chocolate lacing malt roasted hopsnose
MTM (Ours) smell aromanosesmells sweet malt citruschocolatecaramel aromas

Pa
la

te

SAM mouthfeel smooth medium carbonation bodied watery body thin creamy full
MASA mouthfeel medium smooth body nicem- feel bodied mouth beer
MAA carbonation mouthfeel medium overall smooth Þnish body dr inkability bodied watery
MTM (Ours) mouthfeel carbonation medium smooth body bodied dr inkability good mouth thin

Table 9: Top ten words for each aspect from the decorrelated Beer dataset, learned by various models. Red denotes intruders
according to two annotators. For thethreeaspects, MTM hasonly oneword considered asan intruder, followed by MASA with
SAM (two) and MAA (six).



Appearance Smell Palate Taste

Multi-Target Masker (Ours)

75cl bottle shared with larrylsb , pre - grad . bright ,
hazy gold with a big white head . the flavor has bursting
fruit and funky yeast with tropical and peach standing
out . the flavor has the same intense fruitiness , with
a funky , lightly tart edge , and a nice hop balance .
dry and refreshing on the tongue . medium bodied with
perfect carbonation that livens up the palate . this was
just beautiful stu↵ that i ’m already craving more of .

Appearance Smell Palate Taste

Single-Aspect Masker (Lei et al., 2016)

75cl bottle shared with larrylsb , pre - grad . bright ,
hazy gold with a big white head . the flavor has bursting
fruit and funky yeast with tropical and peach standing
out . the flavor has the same intense fruitiness , with
a funky , lightly tart edge , and a nice hop balance .
dry and refreshing on the tongue . medium bodied with
perfect carbonation that livens up the palate . this was
just beautiful stu↵ that i ’m already craving more of .

Appearance Smell Palate Taste

Multi-Aspect Attentions

75cl bottle shared with larrylsb , pre - grad . bright ,
hazy gold with a big white head . the flavor has bursting
fruit and funky yeast with tropical and peach standing
out . the flavor has the same intense fruitiness , with
a funky , lightly tart edge , and a nice hop balance .
dry and refreshing on the tongue . medium bodied with
perfect carbonation that livens up the palate . this was
just beautiful stu↵ that i ’m already craving more of .

Appearance Smell Palate Taste

Multi-Aspect Sparse-Attentions

75cl bottle shared with larrylsb , pre - grad . bright ,
hazy gold with a big white head . the flavor has bursting
fruit and funky yeast with tropical and peach standing
out . the flavor has the same intense fruitiness , with
a funky , lightly tart edge , and a nice hop balance .
dry and refreshing on the tongue . medium bodied with
perfect carbonation that livens up the palate . this was
just beautiful stu↵ that i ’m already craving more of .

Figure 8: A sample review from the Beer dataset, with computed masks from different methods. MTM achieves near-perfect
annotations, whileSAM highlightsonly twowordswhereoneisambiguouswith respect to thefour aspects. MAAmixesbetween
theaspect Appearanceand Smell. MASA identiÞessomewordsbut lackscoverage.



Appearance Smell Palate Taste

Multi-Target Masker (Ours)

sa ’s harvest pumpkin ale 2011 . had this last year
, loved it , and bought 6 harvest packs and saved
the pumpkins and the dunkel ’s ... not too sure
why sa dropped the dunkel , i think it would make
a great standard to them . pours a dark brown
with a 1 ” bone white head , that settles down to
a thin lace across the top of the brew . smells of
the typical pumpkin pie spice , along with a good
squash note . tastes just like last years , very subtle
, nothing over the top . a damn good pumpkin ale
that is worth seeking out . when i mean everything
is subtle i mean everything . nothing is overdone
in this pumpkin ale , and is a great representation
of the original style . mouthfeel is somewhat thick
, with a pleasant coating feel . overall , i loved it
last year , and i love it this year . do n’t get me
wrong , its no pumpking , but this is a damn fine
pumpkin ale that could hold its own any day among
all the others . i would rate this as my 4th favorite
pumpkin ale to date . i ’m not sure why the bros
rated it so low , but do n’t take their opinion , make
your own !

Appearance Smell Palate Taste

Single-Aspect Masker (Lei et al., 2016)

sa ’s harvest pumpkin ale 2011 . had this last year
, loved it , and bought 6 harvest packs and saved
the pumpkins and the dunkel ’s ... not too sure
why sa dropped the dunkel , i think it would make
a great standard to them . pours a dark brown
with a 1 ” bone white head , that settles down to
a thin lace across the top of the brew . smells of
the typical pumpkin pie spice , along with a good
squash note . tastes just like last years , very subtle
, nothing over the top . a damn good pumpkin ale
that is worth seeking out . when i mean everything
is subtle i mean everything . nothing is overdone
in this pumpkin ale , and is a great representation
of the original style . mouthfeel is somewhat thick
, with a pleasant coating feel . overall , i loved it
last year , and i love it this year . do n’t get me
wrong , its no pumpking , but this is a damn fine
pumpkin ale that could hold its own any day among
all the others . i would rate this as my 4th favorite
pumpkin ale to date . i ’m not sure why the bros
rated it so low , but do n’t take their opinion , make
your own !

AppearanceSmell Palate Taste

Multi-Aspect Attentions

sa Õsharvest pumpkin ale 2011. had this last year
, loved it , and bought 6 harvest packsand saved
the pumpkins and the dunkel Õs... not too sure
why sadroppedthe dunkel , i think it would make
a great standard to them . pours a dark brown
with a 1 Óbone white head , that settles down to
a thin lace acrossthe top of the brew . smells of
the typical pumpkin pie spice, along with a good
squashnote . tastesjust like last years, very subtle
, nothing over the top . a damn goodpumpkin ale
that is worth seekingout . when i meaneverything
is subtle i mean everything . nothing is overdone
in this pumpkin ale , and is a great representation
of the original style . mouthfeel is somewhatthick
, with a pleasant coating feel . overall , i loved it
last year , and i love it this year . do nÕtget me
wrong , its no pumpking , but this is a damn Þne
pumpkin alethat couldhold its ownany day among
all the others . i would rate this asmy 4th favorite
pumpkin ale to date . i Õmnot sure why the bros
rated it solow , but do nÕttake their opinion , make
your own !

AppearanceSmell Palate Taste

Multi-Aspect Sparse-Attentions

sa Õsharvest pumpkin ale 2011. had this last year
, loved it , and bought 6 harvest packsand saved
the pumpkins and the dunkel Õs... not too sure
why sadroppedthe dunkel , i think it would make
a great standard to them . pours a dark brown
with a 1 Óbone white head , that settles down to
a thin lace acrossthe top of the brew . smells of
the typical pumpkin pie spice, along with a good
squashnote . tastesjust like last years, very subtle
, nothing over the top . a damn goodpumpkin ale
that is worth seekingout . when i meaneverything
is subtle i mean everything . nothing is overdone
in this pumpkin ale , and is a great representation
of the original style . mouthfeel is somewhatthick
, with a pleasant coating feel . overall , i loved it
last year , and i love it this year . do nÕtget me
wrong , its no pumpking , but this is a damn Þne
pumpkin alethat couldhold its ownany day among
all the others . i would rate this asmy 4th favorite
pumpkin ale to date . i Õmnot sure why the bros
rated it solow , but do nÕttake their opinion , make
your own !

Figure 9: A sample review from the Beer dataset, with computed masks from different methods. MTM can accurately identify
what parts of the review describe each aspect. MAA provides very noisy labels due to the high imbalance and correlation
between aspects, while MASA highlights only a few important words. We can see that SAM is confused and performs a poor
selection.



ServiceCleanlinessValue Location Room

Multi-Target Masker (Ours)

i stayed at daulsol in september2013 and could
nÕthave askedfor anymore for the price ! ! it is a
great location .... only 2 minutes walk to jet , space
and sankeyswith a short drive to ushuaia . the
hotel is basic but cleaneddaily and i did nt have
any problemsat all with the bathroom or kitchen
facilities . the lady at reception was really helpful
and explained everything we neededto know .....
evenwhenwe managedto missour ßight shelet us
stay around and use the facilities until we got on
a later ßight . there are loadsof restaurants in the
vicinity and supermarketsand shopsright outside
. i loved theseapartments so much that i booked
to comeback for september2014! ! can not wait :)

Service Cleanliness Value Location Room

Single-Aspect Masker (Lei et al., 2016)

i stayed at daulsol in september 2013 and could
n’t have asked for anymore for the price ! ! it is a
great location .... only 2 minutes walk to jet , space
and sankeys with a short drive to ushuaia . the
hotel is basic but cleaned daily and i did nt have
any problems at all with the bathroom or kitchen
facilities . the lady at reception was really helpful
and explained everything we needed to know .....
even when we managed to miss our flight she let us
stay around and use the facilities until we got on
a later flight . there are loads of restaurants in the
vicinity and supermarkets and shops right outside
. i loved these apartments so much that i booked
to come back for september 2014 ! ! can not wait :)

ServiceCleanlinessValue Location Room

Multi-Aspect Attentions

i stayed at daulsol in september2013 and could
nÕthave askedfor anymore for the price ! ! it is a
great location .... only 2 minutes walk to jet , space
and sankeyswith a short drive to ushuaia . the
hotel is basic but cleaneddaily and i did nt have
any problemsat all with the bathroom or kitchen
facilities . the lady at reception was really helpful
and explained everything we neededto know .....
evenwhenwe managedto missour ßight shelet us
stay around and use the facilities until we got on
a later ßight . there are loadsof restaurants in the
vicinity and supermarketsand shopsright outside
. i loved theseapartments so much that i booked
to comeback for september2014! ! can not wait :)

ServiceCleanlinessValue Location Room

Multi-Aspect Sparse-Attentions

i stayed at daulsol in september2013 and could
nÕthave askedfor anymore for the price ! ! it is a
great location .... only 2 minutes walk to jet , space
and sankeyswith a short drive to ushuaia . the
hotel is basic but cleaneddaily and i did nt have
any problemsat all with the bathroom or kitchen
facilities . the lady at reception was really helpful
and explained everything we neededto know .....
evenwhenwe managedto missour ßight shelet us
stay around and use the facilities until we got on
a later ßight . there are loadsof restaurants in the
vicinity and supermarketsand shopsright outside
. i loved theseapartments so much that i booked
to comeback for september2014! ! can not wait :)

Figure10: A samplereview fromtheHotel dataset, withcomputedmasksfromdifferent methods. MTM emphasizesconsecutive
words, identiÞes essential spans while having a small amount of noise. SAM focuses on certain speciÞc words and spans, but
labelsareambiguous. TheMAA model highlightsmany words, ignoresa few crucial key-phrases, but labelsarenoisy when the
conÞdence is low. MASA providesnoisier tags than MAA.



ServiceCleanlinessValue Location Room

Multi-Target Masker (Ours)

stayed at the parasio 10 apartments early april
2011 . reception sta! absolutely fantastic , great
customerservice.. ca nt fault at all ! we were on
the 4th ßoor , facing the front of the hotel .. basic,
but niceand clean. goodlocation , not too far away
from the strip and beach( 10 min walk ) . however
.. do not go out alone at night at all ! i went to
the end of the street one night and got mugged..
all my money , camera.. everything ! got sratches
on my chestwhich hasnow scarredme , and i had
bruisesat the time . just make sure you have got
someonewith you at all times , the local people
are very renound for this . went to police station
the next day ( in old town ) and there was many
englishin there reporting their muggingsfrom the
day before . shocking ! ! apart from this incident
( on the Þrst night we arrived :( ) we had a good
time in the end , plenty of laughsand everything is
very cheap! beer- 1euro! fryups - 2euro. would go
back again , but maybestay somewhereelsecloser
to the beach( solpelicanosetc ) .. this hotel is next
to an alley called Õmuggersalley Õ

ServiceCleanlinessValue Location Room

Single-Aspect Masker (Lei et al., 2016)

stayed at the parasio 10 apartments early april
2011 . reception sta! absolutely fantastic , great
customerservice.. ca nt fault at all ! we were on
the 4th ßoor , facing the front of the hotel .. basic,
but niceand clean. goodlocation , not too far away
from the strip and beach( 10 min walk ) . however
.. do not go out alone at night at all ! i went to
the end of the street one night and got mugged..
all my money , camera.. everything ! got sratches
on my chestwhich hasnow scarredme , and i had
bruisesat the time . just make sure you have got
someonewith you at all times , the local people
are very renound for this . went to police station
the next day ( in old town ) and there was many
englishin there reporting their muggingsfrom the
day before . shocking ! ! apart from this incident
( on the Þrst night we arrived :( ) we had a good
time in the end , plenty of laughsand everything is
very cheap! beer- 1euro! fryups - 2euro. would go
back again , but maybestay somewhereelsecloser
to the beach( solpelicanosetc ) .. this hotel is next
to an alley called Õmuggersalley Õ

ServiceCleanlinessValue Location Room

Multi-Aspect Attentions

stayed at the parasio 10 apartments early april
2011 . reception sta! absolutely fantastic , great
customerservice.. ca nt fault at all ! we were on
the 4th ßoor , facing the front of the hotel .. basic,
but niceand clean. goodlocation , not too far away
from the strip and beach( 10 min walk ) . however
.. do not go out alone at night at all ! i went to
the end of the street one night and got mugged..
all my money , camera.. everything ! got sratches
on my chestwhich hasnow scarredme , and i had
bruisesat the time . just make sure you have got
someonewith you at all times , the local people
are very renound for this . went to police station
the next day ( in old town ) and there was many
englishin there reporting their muggingsfrom the
day before . shocking ! ! apart from this incident
( on the Þrst night we arrived :( ) we had a good
time in the end , plenty of laughsand everything is
very cheap! beer- 1euro! fryups - 2euro. would go
back again , but maybestay somewhereelsecloser
to the beach( solpelicanosetc ) .. this hotel is next
to an alley called Õmuggersalley Õ

ServiceCleanlinessValue Location Room

Multi-Aspect Sparse-Attentions

stayed at the parasio 10 apartments early april
2011 . reception sta! absolutely fantastic , great
customerservice.. ca nt fault at all ! we were on
the 4th ßoor , facing the front of the hotel .. basic,
but niceand clean. goodlocation , not too far away
from the strip and beach( 10 min walk ) . however
.. do not go out alone at night at all ! i went to
the end of the street one night and got mugged..
all my money , camera.. everything ! got sratches
on my chestwhich hasnow scarredme , and i had
bruisesat the time . just make sure you have got
someonewith you at all times , the local people
are very renound for this . went to police station
the next day ( in old town ) and there was many
englishin there reporting their muggingsfrom the
day before . shocking ! ! apart from this incident
( on the Þrst night we arrived :( ) we had a good
time in the end , plenty of laughsand everything is
very cheap! beer- 1euro! fryups - 2euro. would go
back again , but maybestay somewhereelsecloser
to the beach( solpelicanosetc ) .. this hotel is next
to an alley called Õmuggersalley Õ

Figure11: A sample review from theHotel dataset, with computed masks from different methods. Our MTM model Þndsmost
of thecrucial span of wordswith asmall amount of noise. SAM lackscoveragebut identiÞeswordswherehalf arecorrectly tags
and theothersambiguous. MAA partially correctly highlightswords for theaspectsService, Location, and Valuewhilemissing
out on theaspect Cleanliness. MASA conÞdently Þndsa few important words.



AppearanceSmellPalate

Multi-Target Masker (Ours)

a : ruby red brown in color . ßu!y o! white single- Þngerheadsettles
downto a thin cap. coatingthin lacingall overthe sideson the glass. s
: somefaint burnt , sweetmalt smells, but little elseand very faint . t :
tasteis very solidfor a brown. maltsand somesweetness. maybesome
to!ee , biscuitand burnt ßavorstoo . m : decentcarbonationis followed
by a mediumbodiedfeel. ßavorcoatsthe tonguefor a verysatisfyingand
lastingÞnish. d : an easydrinker , asa goodbrownshouldbe. [...]

AppearanceSmellPalate

Single-Aspect Masker (Lei et al., 2016)

a : ruby red brown in color . ßu!y o! white single- Þngerheadsettles
downto a thin cap. coatingthin lacingall overthe sideson the glass. s
: somefaint burnt , sweetmalt smells, but little elseand very faint . t :
tasteis very solidfor a brown. maltsand somesweetness. maybesome
to!ee , biscuitand burnt ßavorstoo . m : decentcarbonationis followed
by a mediumbodiedfeel. ßavorcoatsthe tonguefor a verysatisfyingand
lastingÞnish. d : an easydrinker , asa goodbrownshouldbe. [...]

AppearanceSmellPalate

Multi-Aspect Attentions

a : ruby red brown in color . ßu!y o! white single- Þngerheadsettles
downto a thin cap. coatingthin lacingall overthe sideson the glass. s
: somefaint burnt , sweetmalt smells, but little elseand very faint . t :
tasteis very solidfor a brown. maltsand somesweetness. maybesome
to!ee , biscuitand burnt ßavorstoo . m : decentcarbonationis followed
by a mediumbodiedfeel. ßavorcoatsthe tonguefor a verysatisfyingand
lastingÞnish. d : an easydrinker , asa goodbrownshouldbe. [...]

AppearanceSmellPalate

Multi-Aspect Sparse-Attentions

a : ruby red brown in color . ßu!y o! white single- Þngerheadsettles
downto a thin cap. coatingthin lacingall overthe sideson the glass. s
: somefaint burnt , sweetmalt smells, but little elseand very faint . t :
tasteis very solidfor a brown. maltsand somesweetness. maybesome
to!ee , biscuitand burnt ßavorstoo . m : decentcarbonationis followed
by a mediumbodiedfeel. ßavorcoatsthe tonguefor a verysatisfyingand
lastingÞnish. d : an easydrinker , asa goodbrownshouldbe. [...]

Figure 12: A sample review from the decorrelated Beer dataset, with computed masks from different methods. Our model
MTM highlightsall thewordscorresponding to theaspects. SAM only highlights themost crucial information, but somewords
aremissing out and one isambiguous. MAA and MASA fail to identify most of thewords related to theaspect Appearance, and
only a few wordshavehigh conÞdence, resulting in noisy labeling. Additionally, MAA considerswordsbelonging to theaspect
Tastewhereas thisdataset doesnot include it in theaspect set (because it hasahigh correlation with other rating scores).

AppearanceSmellPalate

Multi-Target Masker (Ours)

a-crystalcleargold, taunt ßu!y threeÞngerwhiteheadthat holdsit own
very well , whenit falls it falls to a 1/2 Óring , full white laceon glasss-
clean, crisp, ßoral, pine, citric lemont- crispbiscuitmalt up front , hops
all the way through, grassy, lemon, tart yeastat Þnish, hopbitterness
throughÞnishm- dry , bubbly coarse, high carbonation, light bodied,
hopsleaveimpressionon palette . d- nicehop bitterness, goodßavor,
sessionable, recommended, goodbrew

AppearanceSmellPalate

Single-Aspect Masker (Lei et al., 2016)

a-crystalcleargold, taunt ßu!y threeÞngerwhiteheadthat holdsit own
very well , whenit falls it falls to a 1/2 Óring , full white laceon glasss-
clean, crisp, ßoral, pine, citric lemont- crispbiscuitmalt up front , hops
all the way through, grassy, lemon, tart yeastat Þnish, hopbitterness
throughÞnishm- dry , bubbly coarse, high carbonation, light bodied,
hopsleaveimpressionon palette . d- nicehop bitterness, goodßavor,
sessionable, recommended, goodbrew

AppearanceSmellPalate

Multi-Aspect Attentions

a-crystalcleargold, taunt ßu!y threeÞngerwhiteheadthat holdsit own
very well , whenit falls it falls to a 1/2 Óring , full white laceon glasss-
clean, crisp, ßoral, pine, citric lemont- crispbiscuitmalt up front , hops
all the way through, grassy, lemon, tart yeastat Þnish, hopbitterness
throughÞnishm- dry , bubbly coarse, high carbonation, light bodied,
hopsleaveimpressionon palette . d- nicehop bitterness, goodßavor,
sessionable, recommended, goodbrew

AppearanceSmellPalate

Multi-Aspect Sparse-Attentions

a-crystalcleargold, taunt ßu!y threeÞngerwhiteheadthat holdsit own
very well , whenit falls it falls to a 1/2 Óring , full white laceon glasss-
clean, crisp, ßoral, pine, citric lemont- crispbiscuitmalt up front , hops
all the way through, grassy, lemon, tart yeastat Þnish, hopbitterness
throughÞnishm- dry , bubbly coarse, high carbonation, light bodied,
hopsleaveimpressionon palette . d- nicehop bitterness, goodßavor,
sessionable, recommended, goodbrew

Figure 13: A sample review from the decorrelated Beer dataset, with computed masks from different methods. MTM Þnds the
exact parts corresponding to the aspect Appearance and Palate while covering most of the aspect Smell. SAM identiÞes key-
information without any ambiguity, but lacks coverage. MAA highlights conÞdently nearly all the words while having some
noise for theaspect Appearance. MASA selectsconÞdently only most predictivewords.


